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Abstract

This paper provides a new approach to estimate government worker skills that is
applicable in settings where government output is unobserved and government wages
are uninformative about skill differences. The approach estimates skills from wages in
comparable jobs in the private sector, relates these skills to skill-related observables
using Machine Learning tools and then predicts government worker skills out-of-sample.
I apply the new estimation approach to rich Indonesian household-level panel data
from 1988 to 2014, showing two main applications. First, I show that the government
worker skill premium has declined continuously over time. While government workers
are highly selected, their skills have increased less strongly than skills in the overall
population, driven by the most skilled workers ending up in the private sector. Second,
I analyze government wage setting: the Indonesian government pays a wage premium
of at least 30% conditional on skills, about 1/3 of which is driven by the large gender
wage gap in Indonesia’s private sector.
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1 Introduction

How do relative skills of government workers evolve over the course of development and
how does this affect changes in the quality of government services? Does the government
manage to select highly skilled workers? Are government wages informative about underlying
skills and does the government pay a wage premium? A key ingredient for answering these
questions is a good measure of government worker skills. This paper provides a new approach
to estimate such skills, showing how to estimate unobserved skills in potential government
jobs for any worker in the economy. The paper then applies the estimation approach to rich
household-level panel data from Indonesia to study (1) systematic changes in the skills of
government workers and their selection and (2) government wage setting over a period of
almost 30 years.

Traditional approaches in Economics measure a worker’s skill – or marginal productivity of
labor – either directly by observing output and making an assumption on the underlying
production function (e.g. Attanasio et al. 2020; Chetty, Friedman, and Rockoff 2014) or
by drawing on observed wages assuming some form of competitive wage setting process
that relates wages to the marginal productivity of a worker (Polachek 2008; Meghir and
Pistaferri 2011; Sanders and Taber 2012). For the skill estimation of government workers,
both approaches are problematic, because government output is usually unobserved (think of
the output of a bureaucracy), government worker wages often follow rigid wage-setting rules
that disguise underlying skill differences (e.g. Biasi 2021) and wage competition may not
force bureaucracies to change wages.

This paper develops a three-step estimation approach that sidesteps these concerns. The first
estimation step extracts a noisy individual-specific estimate of skills – an individual fixed
effect – from wages in private sector jobs that are comparable to government jobs. The key
assumption here is that there exist comparable private sector jobs for which observed wages
may flexibly deviate from competitive wages but are at least a noisy function of underlying
worker-specific skills and experience. The second estimation step is about predicting the
individual-specific noisy skill estimate using a rich set of skill-related observables. I show
how Machine Learning algorithms are particularly useful here to disentangle actual skills
from estimation noise and flexible shocks to wages. The key assumption in this step and
also the most restrictive assumption of the overall approach is that skills of interest are
solely a (flexible) function of skill-related observables. An important requirement of the
estimation approach is thus the availability of rich skill-related observables that renders
this assumption plausible. In the third and last estimation step, one can then enforce the
estimated relationship between individual-specific skills and skill-related observables to obtain
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an out-of-sample potential skill estimate. The approach allows to estimate skills of government
workers in government jobs as well as potential skills in a government-like job for any worker
in the economy for whom we observe these skill-related observables. The estimation approach
can thus also be used in many other settings in which researchers need to estimate potential
job-specific skills for workers who work in other jobs with very different skill requirements,
while allowing for flexible selection into jobs based on observables and unobservables, as long
as these unobservables are not both skill-related and remunerated.

In the second part of the paper, I apply this estimation approach to the case study of
Indonesia between 1988 to 2014 drawing on a large and high-quality representative panel that
tracks individuals over time. The data – the Indonesian Family and Life Survey (IFLS) – is
particularly suited for the estimation approach as it features (1) a large sample of government
and private sector workers across many different occupations, (2) one of the longest wage
and employment panels in a developing country context, and (3) an exceptional breadth
of skill-related variables such as educational background, national exam scores, test results
for self-administered Raven tests, cognition and memory tasks, the big-5 personality traits
and elicited risk and time preferences. Drawing on the IFLS, I estimate individual-level
skills in government-like jobs using private sector workers, which I reweight based on similar
occupations and sectors of work as in the government. To do so, I first purge observed
wages from changes in the equilibrium skill price in government-like private sector jobs. The
equilibrium skill price captures systematic changes in demand and supply, which may in
part be driven by changes in how the government hires workers. The approach identifies
equilibrium skill price changes using the flat spot identification approach in Bowlus and
Robinson (2012). I then back out individual-level fixed effects from a standard Mincerian
regression on wages deflated by the skill price. The next step predicts the noisy individual
fixed effects using skill related observables and different Machine Learning algorithms. I find
that an off-the-shelf gradient boosted tree algorithm outperforms other algorithms in the
Indonesian context and use this estimated model to predict government worker skills for all
workers in the economy.

Having estimated government worker skills, I then illustrate two main applications for which
skill estimates are key. In the first application, I look at changes in government worker skills,
the selection of government workers based on skills and how relative skills of government
workers have evolved. I find that Indonesian government workers are strongly positively
selected on skills and that their skills have also increased over time as new cohorts with higher
skills entered the labor force. However, I find that the skill premium of government workers
actually declined over time in comparison to the private sector. I show that a big part of this
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is driven by an increasing right tail of workers who would be highly skilled in government
jobs but who the government does not attract for government jobs. Further, I find evidence
that changes in the hiring practices of Indonesian government workers in the process of
democratization, decentralization and civil service reforms after the year 2000 have led to
small improvements in how the government de facto selects government workers. Finally, I
show evidence that uneven hiring waves across years lead to differences in cohort-specific
government employment shares, which have an adverse effect on government worker selection:
in years in which the government hires more, average government worker skills decline, which
holds conditional on the jobs that the government opens. This is consistent with the idea
that more hiring forces the government to eventually move down the distribution as the top
of the distribution thins out.

In the second main application, I show how to use the skill estimates to look at government
wage setting and the wage premium of government workers. First, I find evidence that
Indonesian government wages are indeed less informative about underlying skills than private
sector wages in comparable jobs. I find this by predicting government wages using estimated
skills from comparable private sector jobs and by re-estimating skills using government wages
instead. However, due to more predictable life-cycle wage progression in the public sector,
government wages become more predictive of skills when accounting for experience. Second,
I find that the Indonesian government pays a large wage premium of at least 30% compared
to similar jobs in the private sector. Does this mean that the Indonesian government is
overpaying for workers? While this could be true, I also find strong evidence for more
discriminatory wage setting in the private sector. A gender wage gap in the private sector of
35% even after controlling for job, skills and experience accounts for 1/3 of the government
wage premium alone.

The paper is structured as follows. Below, I discuss how the new estimation approach and
empirical results relate to the existing literature. In the next section, I explain the procedure
to estimate government worker skills. This approach is applied to Indonesian data in Section
3, where I also give more details on the local context. Section 4 shows two main applications
for Indonesia as examples for the usefulness of the approach. Section 5 discusses extensions
and the last section concludes.

Related literature

The contribution of this paper is both technical and conceptual. Technically, the paper
contributes to the literature by proposing a novel estimation approach that allows to measure
government worker skills for all government workers as well as any other worker in the
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economy. This differs from two alternative approaches that have previously been proposed in
the literature. One common approach – as followed by Dal B’o, Finan, and Rossi (2013),
Dal B’o et al. (2017), Besley et al. (2017), and Colonnelli, Prem, and Teso (2020) – is
to use (residualized) previous private sector wages of government workers as a measure of
government worker skills. Previous private sector employment can be a misleading measure
of skills in cases where government workers take their first real job in the public sector or
have previously worked in a very different occupation, in which case it might be a better
measure of a worker’s outside option. More technically, the approach in this paper – similar
to Dal B’o et al. (2017) and Besley et al. (2017) – also draws on residuals from observed
private sector wages but restricts to a comparable subset of government jobs and deals
directly with the econometric concern that residualized wages only give a noisy estimate
of individual-level skills, “regularizing” skills using skill-related observables and Machine
Learning tools. Whenever rich skill-related observables are available, I thus believe that my
approach provides a better way to estimate skills from wages.

The second approach followed in Best, Hjort, and Szakonyi (2023) is complementary to
my approach. Best, Hjort, and Szakonyi (2023) consider a context in which individual
bureaucrats’ output is observable – prices paid by bureaucrats in the government procurement
of goods. Similar to using wages, they then also draw on a residualized measure of output
and extract an individual-bureaucrat fixed-effect. While Best, Hjort, and Szakonyi (2023)
are not directly interested in the individual fixed-effects, they are interested in a variance
decomposition for which noisy estimates of fixed-effects would bias their results. They thus
propose a “covariance shrinkage” approach that uses bootstrapping to separate variances in
the true signal and noise. The two key differences are that, first, the approach in this paper
does not require to observe government output but informative wages instead, and second,
that to “shrink” the noise in the estimation of individual fixed-effects this paper uses rich
covariates that also allow to predict skills for any worker in the economy, while the approach
in Best, Hjort, and Szakonyi (2023) uses a shrinkage approach without covariates.

Conceptually, the paper uses estimated government worker skills to contribute to the growing
literature on the workings of bureaucracies, the developmental state and how the delivery
of government services can be improved (Chong et al. 2014; Finan, Olken, and Pande
2017; Rasul and Rogger 2018; Decarolis et al. 2020). The estimation approach allows for
a systematic measurement of government worker skills, a key – but difficult to measure –
input in the production of government services. The estimation approach thus complements
a number of recent papers that have studied how the government selects government workers
(Colonnelli, Prem, and Teso 2020; Dal B’o, Finan, and Rossi 2013; Jia, Kudamatsu, and Seim
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2015; Bhavnani and Lee 2019; Estrada 2019), who self-selects into government jobs (Ashraf
et al. 2020; Hanna and Wang 2017; Weaver 2021), how the government remunerates workers
(see: Finan, Olken, and Pande 2017) and how the government competes with alternative
employers for talent (Deserranno, Nansamba, and Qian 2024). In line with Ashraf et al.
(2020) and Weaver (2021), I find strong positive selection of government workers based
on skills. This also means that large documented government wage premia in developing
countries (e.g. see: Finan, Olken, and Pande 2017) are smaller after controlling for selection
on skills; for Indonesia, I find a 30% wage premium conditional on skills, which is more than
15 percentage points lower than without controlling for skill selection.

The key novelty with respect to this literature is the broader scope of the estimation approach
that allows to study all government workers over a long period of time. The approach is
particularly useful in settings where government output is hard to observe, and thus especially
relevant for studying higher-level bureaucracies where government output may be hard to
define and measure, allowing researchers to move beyond the study of last-mile service delivery
(e.g. Chaudhury et al. 2006; Banerjee, Iyer, and Somanathan 2007; Finan, Olken, and Pande
2017). Importantly, the broader scope of the approach allows me to establish at least two
novel findings in the literature. First, I show that despite growing absolute skills, relative
skills of government workers systematically declined in Indonesia over the past 30 years. I
link this finding to the difficulty of the Indonesian government to attract the workers with
the highest skills to the government. Second, I show evidence for the detrimental effect of
government hiring cycles on the selection of government workers. The evidence is consistent
with the idea that in years of outsized hiring, the government needs to move down the skill
distribution of the applicant pool to fill all government positions.

A good sign of a new estimation approach is that it raises many interesting questions that
can now be studied more rigorously: For example, what are the output or welfare costs of
government hiring cycles? Or what drives the relative decline in government skills and does
this go in hand with a relative decline in state capacity versus private sector capacity over
the course of development? These questions are particularly well-suited for future structural
work, for which the estimated government skills in this paper can function as a direct input.

2 Identifying government worker skills

This section outlines the three-step identification approach and its underlying assumptions.
The focus is on the baseline identification setup that is also used for the subsequent empirical
application, while extensions are left to Section 5.
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The first step is about identifying a “noisy” signal of human capital and skills using wages in
a suitable private sector job, which Proposition 2.1 formalizes.

Proposition 2.1 (Step 1: Identifying a signal of government-worker skills). Assuming there
exists a subset of “government-like” jobs (potentially in the private sector) for which:

(i) (wage determination process): observed real hourly wages Wi,e,t of individual i with
experience e at time t follow:

Wi,e,t = Pt ∗Hi,e,t ∗ exp(εi,e,t) (1)

where Hi,e,t captures human capital relevant for government jobs, Pt captures the
(equilibrium) price of efficiency units of human capital and εi,e,t is a flexible mean-zero
error term that is independently distributed of (Pt, Hi,e,t), follows a stationary process
and has finite variance.

(ii) (experience profile): Human capital log(Hi,e,t) ≡ hi,e,t follows a standard Mincerian
experience process:

hi,e,t = zi + δ0 ∗ expi,e,t + δ1exp
2
i,e,t (2)

with δ0 > 0 and δ1 < 0 such that the experience profile is concave, and where zi =
log(Zi) = hi,0,t denotes individual-specific human capital at labor market entry.

Then:

1. (flat-spot identification): Following Bowlus and Robinson (2012), an unbiased and
consistent estimator (for N →∞) for the path of the equilibrium skill price Pt (up to a
level of normalization) is given by within-individual wage changes for workers in their
flat-spot (FP) region:

Ei∈FP[wi,e,t − wi,e−1,t−1] = pt − pt−1 (3)

2. (skill signal identification): Estimates of the experience parameters (δ0, δ1) are
consistent and unbiased. However, estimates of individual skills zi are only unbiased
but generically inconsistent in a panel with fixed T due to the incidental parameters
problem.

The proof draws on standard results and is relegated to Appendix A.2. Proposition 2.1
defines the two main measures of skills used throughout this paper: (1) individual-specific
human capital hi,e,t that incorporates experience and (2) skills at labor market entry zi. The
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former is more relevant for questions related to the stock or distribution of human capital at
any point in time, while the latter is more relevant for questions related to the selection of
government workers and comparing government workers with different levels of experience.
Proposition 2.1 shows how wages in a government-like job can be used to identify signals for
both measures of skills. These are only noisy signals, because estimates for hi,e,t and zi are
not consistent and thus still include permanent and temporary components of the error εi,e,t
that drive observed wages but are unrelated to human capital.

In the following, I discuss the two main assumptions. The assumption on the wage determi-
nation process follows a large human capital literature that links wages to human capital.
This nests most models of the labor market, but for example rules out models of labor search
and matching where informational asymmetries between workers and employees lead to a
permanent disconnect between skills and wages as in Taber and Vejlin (2020).1 The approach
only assumes that wages are partly determined by underlying human capital, allowing the
price of human capital to change flexibly over time and for wages to be influenced by many
other (unobserved) factors as captured by the error εi,e,t.

Allowing the price of human capital to change flexibly over time is key, as this allows for
changes in the supply and demand of government-job-specific human capital in the overall
economy. Such changes may be directly driven by changes in government hiring. Similarly,
the approach allows for systematic changes in the price of government-like output, which
could also be directly influenced by the government, and which will also show up as changes
in the skill price. Importantly, the approach requires to focus on a market for government-like
jobs where there is a single skill price Pt, but it does not require that the government pays
that skill price or that other related markets have the same skill price.

The error εi,e,t in the wage-determination process allows for different factors that influence
wages, such as compensating differentials, deviations from fully competitive labor markets or
contractual deviations from spot-market wages. This means that firms can temporarily value
individual-specific human capital in a way that differs from the market in order to attract,
retain, or discourage specific individuals, or because information is imperfect. Moreover,
these decisions can be correlated over time, nesting flexible time dependence of the errors. As
will become clear in the second estimation step, the approach can even allow for permanent
individual-specific shocks such as permanent employer-specific wage markdowns or permanent
non-wage job characteristics (e.g. Lamadon, Mogstad, and Setzler 2022). However, the

1It should be noted that permanent characteristics at labor market entry are generally found to be by far
the main drivers of earnings inequality (e.g. Huggett, Ventura, and Yaron 2011; Keane and Wolpin 1997;
Lamadon, Mogstad, and Setzler 2022; Taber and Vejlin 2020), making it a natural starting point.
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more stringent assumption is that errors need to be independent of human capital and the
skill price; otherwise, the estimation approach will wrongfully attribute part of the error to
changes in the skill price or human capital. This rules out deviations from competitive wages
that are systematically correlated with experience as this would lead to inconsistent estimates
of the experience profile.

The second main assumption is on the experience profile. Here, I take a more stringent
parametric restriction, assuming a standard quadratic experience profile. The parametric
assumption can easily be relaxed as I show in Section 5. The key economic restriction is that
experience profiles need to exhibit a flat-spot at some level of experience in which human
capital does not grow further, a condition that finds strong empirical support (e.g. Lagakos
et al. 2018) and theoretical support from models of endogenous human capital accumulation
that imply decreasing returns to human capital accumulation towards the end of a worker’s
life cycle (e.g. Magnac, Pistolesi, and Roux 2018). The flat-spot restriction is needed for the
skill price identification. Following Bowlus and Robinson (2012), the idea is that the wages
of workers for whom human capital is not increasing further over the life cycle reflects only
changes in the underlying skill price.

Before proceeding with the second step, two further remarks are in order. First, the approach
can only identify relative differences in skills across workers at a single point in time and
across workers over time, but the overall level of skills is unidentified. A benefit of focusing on
differences is that the setup allows for constant differences in wages, for example when labor
or government-like output are priced with a constant markup or markdown. Second, the idea
of wages revealing human capital implicitly assumes an underlying production function that
defines the marginal product of labor for government-like output: ∂Y G

∂hi,e,t
. A statement such as

“a worker is twice as skilled as another worker” thus maps differences in skills to the worker’s
marginal contribution to government-like output.

Having obtained a noisy estimate of skills, the second estimation step gives a consistent
estimate of skills by projecting the skill signals on a rich set of skill-related observables.

Proposition 2.2 (Step 2: Projecting skill signals on skill-related observables). Denote the
skill signals of the previous step by ẑi, which can be written as ẑi = zi + ηi with ηi being
independent of zi given the assumptions in Proposition 2.1. Further assuming that worker
skills in the “government-like” job follow:

zi = f(Xi) (4)

where f() is any Borel measurable function and Xi are observable individual-specific charac-
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teristics, then the non-parametric regression of ẑi = f(Xi) + ηi using observable Xi gives a
consistent estimate of individual skills zi in government-like jobs.

Proposition 2.2 draws on the Machine Learning literature, where the idea of flexibly projecting
noisy estimates of y on explanatory variables X to obtain a consistent estimate of y is called
“regularizing”.2 As in the Machine Learning literature, the goal is to remain as flexible
as possible for approximating the relationship between zi and Xi using flexible non-linear
functions for f(), while best selecting skill-related variables X that predict skills zi. In the
labor market context, many variables are likely correlated with skills, but ex ante, it is
unclear which variables will be the most predictive of skills and what the exact functional
relationship looks like, let alone interaction effects between variables, making it an ideal
setting for Machine Learning algorithms. The key assumption here is that skills are fully
explained by observable skill-related variables, which can be restrictive in many settings.
For the Indonesian application below, I use a rich set of variables related to educational
background, results from self-administered cognition and intelligence tests, survey responses
on risk and time preferences, spoken languages, and various literacy measures. In this setup,
the key assumption would, for example, be violated if unobserved variables related to soft
skills or mechanical skills are relevant for skills in government jobs, but are only insufficiently
correlated with observed variables.

Again, two additional remarks are in order. First, a notable benefit of the approach is that
one does not need to disentangle between which variables actually cause skills versus which
are simply correlated with skills as long as the same relationship between f(Xi) and skills
holds for other workers in the economy. Second and related, correctly separating skills from
permanent and temporary shocks to wages relies on using skill-related observables Xi that are
uncorrelated with wage shocks. The following example illustrates practical difficulties with
this assumption. Suppose that private sector workers in government-like jobs face a gender
wage gap due to pure discrimination. Given the interest in actual skills, we do not want to
include gender in Xi because the approach would then wrongly interpret the discriminatory
gender wage gap as actual skill differences. However, leaving gender out of Xi will only
correctly identify f(Xi) if gender is uncorrelated with f(Xi).

The third and final estimation step, as formalized in Corollary 2.1, exploits the mapping
between skills zi and skill-related observables Xi to obtain consistent skill estimates for any
worker in the economy.

2The proposition follows from universal approximation results for standard Machine Learning algorithms
(e.g. Hornik, Stinchcombe, and White 1989). While large-sample properties of Machine Learning estimators
such as consistency are under-studied, consistency has been shown for different estimators (e.g. see Athey
and Imbens 2019; Shen et al. 2019).
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Corollary 2.1 (Step 3: Predicting skills out-of-sample). Given a consistent estimate of f(Xi)
over the support S ≡ supp(X), the assumptions in Proposition 2.1 & 2.2, then knowledge
of X is sufficient to obtain a consistent estimate of zj for any worker j in the economy for
whom Xj is observed (and for whom Xj has common support with S).

Corollary 2.1 makes clear that the purpose of the second estimation step is not only to
“regularize” noisy fixed effects. In this case, one could have also used approaches such as Ridge
Regression that do not rely on covariates and the restrictive assumption that skills are solely a
function of skill-related observables (e.g. see: Best, Hjort, and Szakonyi 2023). In combination
with the last estimation step, the approach allows to predict skills in government-like jobs for
any worker in the economy using skill-related observables. For workers in very different jobs,
this allows to predict their “potential skills” in government jobs and for government workers
it allows to quantify their actual skills without relying on their wages or requiring to observe
government output.

At last, note that the common support assumption in Corollary 2.1 is not needed if one is
willing to extrapolate on the functional form for f(Xi). The approach already allows for
systematic worker sorting across jobs based on individual and unobserved taste differences
and sorting based on Xi. However, only in the case of perfect sorting on Xi some support
of Xi will never be observed for the private sector workers in government-like jobs and
hence skill predictions for any other workers with Xi outside the support will rely entirely
on extrapolations of the estimated functional form f(). Common support on Xi can be
empirically tested and is not an issue in the empirical application that I study below.

3 Estimating government worker skills in Indonesia

In this section I apply the identification approach to the case of Indonesia, the fourth most
populous country in the world, over a period of almost 30 years from 1988 to 2014. I start by
giving an overview of the context and underlying data and then go through each estimation
step in turn.

3.1 Context & Data

Between 1988 and 2014, Indonesia moved away from a military-ruled, highly centralized
authoritarian government under General Suharto (1967-1998) to a relatively consolidated,
highly decentralized democracy. Incomes per capita have increased roughly 7-fold, poverty has
been dramatically reduced and Indonesia has transitioned to become a middle-income country.
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The Suharto regime was characterized by extensive cronyism and patronage under which the
bureaucracy was greatly expanded but also seen as a direct political instrument to collect
votes and offer political support (Fisman 2001; Hadiz and Robison 2013; Martinez-Bravo,
Mukherjee, and Stegmann 2017; Robison and Hadiz 2004). Civil Servants were obliged to
become members of the political apparatus, support the party in power and hiring and
promotion decisions were made to support regime stability (e.g. Kristiansen and Ramli 2006;
McLeod 2008). With the Asian Financial Crisis in 1997/1998 and the subsequent fall of
the Suharto regime, Indonesia embarked on the Era Reformasi, targeting constitutional,
judicial, public financial management and privatization reforms as well as an unprecedented
decentralization process. In this new, decentralized system, three-fourths of the Civil Service
(including teachers and health workers) are assigned to local governments in contrast to a
fraction of this under the Suharto regime. Since the decentralization reforms, the central
government can steer civil service hiring by setting overall quotas for the number of civil service
jobs, while districts are left with a high degree of discretion as they decide on applicants and
applicant requirements. Throughout the 2000s, a number of ministries started bureaucracy
reform initiatives that tried to set civil service remuneration on par with the private sector
and pushed for more competitive hiring and promotion practices (e.g. Horhoruw et al. 2013).
Due to uneven adoption across ministries, in 2010, the government mandated public sector
reform for all central and local governments, but only in 2014, a new Indonesian Civil Service
law was passed.

I draw on nationally representative data from the Indonesian Family Life Survey – IFLS in
short – which is particularly suited for the identification strategy in this paper. Specifically,
the IFLS is a large and high-quality household- and individual-level panel dataset that
collects exceptionally detailed information on individual’s occupations, wages, skills and
preferences. It is based on a sample of 7,224 households and 22,347 individuals tracked
throughout five waves (1993, 1997-98, 2000, 2007-08, and 2014-2015), representing about
83% of the Indonesian population living in 13 of the nation’s 26 provinces in 1993. Due
to an intensive focus on respondent tracking, re-contact rates between any two rounds are
above 90%, and 87% of the original households were contacted in all five rounds (see: Strauss,
Witoelar, and Sikoki 2016).3 As a comparison, these re-contact rates are as high or higher
than most longitudinal surveys in the United States and Europe.

Employment & wages: The IFLS data includes detailed employment data for each
survey round. In addition to current employment, the survey included questions on previous

3Throughout, all results are based on weighting individual observations using provided cross-sectionally
representative survey weights that also correct for attrition.
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employment. As in Hamory et al. (2021), this allows to create up to a 27-year annual
individual employment panel from 1988 to 2014, making it one of the longest employment
panel datasets available for developing countries and uniquely positioned to study life cycle
wage growth (see: Lagakos and Shu 2023).4 Employment information captures principal
and secondary employment including government jobs. I focus on principal jobs as the job
classification throughout this paper. For wages I use real hourly income based on total wages
and total hours worked across all jobs, and by deflating nominal values using Indonesia-wide
average monthly CPI-based inflation together with the specific survey months to best deal
with periods of high inflation.

Skill variables: The IFLS data also contains an exceptional breadth of skill-related variables.
I restrict myself to the 28 most important variables based on variable importance metrics
in subsequent prediction tasks. These variables are dummies for the level of education,
test results for self-administered Raven tests, cognition and memory tasks, the literacy of
respondents, relative rankings in standard Indonesian exams, the big-5 personality traits and
elicited risk and time preferences. I z-standardize all numeric variables pooling across all
individuals.

Definition of government worker: In Indonesia, there are permanent civil service positions
called Pegawai Negeri Sipil (PNS) as well as temporary civil servant positions (non-PNS).
The latter are for example common in the educational sector where 60% of new teacher hires
are on temporary contracts (Pierskalla and Sacks 2018). The IFLS includes both permanent
and temporary government workers, defining government jobs broadly as jobs with any
government office for which one receives remuneration in money or in kind. Appendix A
provides further details on the hiring process of government workers in Indonesia.

Job categories, sectors and occupations: The IFLS distinguishes broad job categories
(including government workers) from the job’s sector at the 1-digit level and an occupational
classification at the 2-digit level. To allow for sufficiently large occupational groups for
government workers, I recode the occupational classification into nine different 1- to 2-digit
occupations that captures most variation in government sector jobs. For example, I leave the
2-digit codes for “teachers” and for “government officials and executives”, while I keep the
1-digit code “other service areas”.

4Employment status and sector of employment are available for each year, but in the fourth and fifth
IFLS round, earnings were collected only for the current job. Following Hamory et al. (2021), the earnings
measure in this paper is the sum of all wages, profits, and benefits.
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Figure 1: Employment shares by broad job category

Notes: Barplot of broad job categories for primary occupations over the pooled panel of employment histories
1988-2014. Source: IFLS, Pooled sample: N = 403,626. Unique individuals: n = 36,126

3.2 Descriptives

Figure 1 plots the share of government workers compared to the employment share of the
other most common categories of work in developing countries, pooling all waves. On average,
about 7% of the workforce are government workers, around 32% of workers have permanent,
formal jobs in the private sector, roughly 40% of workers follow some form of self-employment
and the remaining 21% of workers are casually employed or unpaid. Compared internationally,
government employment in Indonesia is relatively low as it often exceeds 10% of the workforce
for middle-income countries and may easily exceed 20% for high-income countries (e.g. Finan,
Olken, and Pande 2017). Based on complementary government statistics, up to 50% of the
government employees captured in the IFLS data should be non-permanent government
workers.5

Figure 2 shows the evolution of the government workforce and hiring over time. In line with
the stated government policy of reducing government employment, the left panel shows that
the share of government workers has been slowly declining since 1988. The decline also shows
up in the data through a large drop of hiring for birth cohorts after 1965 as reported in the
right panel of Figure 2.

Next, we can ask what types of jobs government workers are doing in Indonesia. Figure
5Specifically, permanent government workers only make up roughly 3.5-4% of all employees in Indonesia

based on a Civil Service census from the year 2015 reported in Pierskalla et al. (2020) and the total number
of employees for the same year taken from Statistics Indonesia.
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Figure 2: Evolution of government employment shares

Notes: Evolution of government employment (as primary occupation) as a share of total employment by year
from 1988 to 20014 (left) and by 15 equal-sized birth cohort bins (right). Restricted to age range 25 to 58 to
account for early government retirement age and tertiary education for government workers. Source: all five
waves from the IFLS (1993,1997,2000,2007,2014), Pooled sample: N = 303,368. Unique individuals: n =
29,992. Unique government workers = 2,813.

3 shows the distribution of government jobs across 10 different sectors and compares their
shares to the private sector. More than 80% of government sector jobs are in social services,
including education and health, with the next biggest sector being agriculture and forestry at
around 6%. In comparison, only slightly more than 20% of private sector jobs are in social
services, while close to 30% are in manufacturing.

In Figure 4, I provide further details on which occupations government workers hold. More
than 30% of government workers are teachers, more than 10% are government officials
and executives, and around 15% of government workers work in other service areas. Not
surprisingly, the prevalence of the same occupations among private sector workers looks very
different: while there are almost no private military/police nor bureaucrats and about twice
as many government teachers than private teachers, there are 20x more private laborers and
private sales workers and 12x more private agricultural workers.

Another important feature of the data on government employment are transition rates between
the private and the public sector, defined as individuals who are observed switching either
from a non-government job to a government job (in-mover) or the reverse (out-mover). About
10% of person-year observations are movers of which slightly more move into the government
than out (around 53% vs. 47%). Among those who move, 42% are observed to move both in
and out of the government.

At last, Table 1 reports how government workers differ from private sector workers and other
workers in the economy in terms of observables, including skill variables. The Table also
compares government workers to the subsequent control group used in this paper – explained
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Figure 3: Employment shares across sectors of work for government vs. private sector workers

Notes: Pooled data for 1988-2014. Source: IFLS, Total observations = 165,257. Unique individuals: n =
23,377, Govt workers = 3,230. Excludes observations with missing sectoral codes.

in more detail in the next subsection – but which is made up of private sector workers who
are reweighted based on the occupations, sector of work, gender and age of government
workers. In contrast to private sector workers, government workers are on average slightly
more likely to be male, are about 5 years older, earn about 50% higher hourly wages and work
slightly less hours. Importantly, even in contrast to the reweighted control group, government
workers are on average much more skilled: they are much more likely to have received higher
education, perform better on self-administered memory and word ability tasks, and they
achieved higher rankings on nationally administered exams. While not reported here, one can
also note that these skill measures are mostly increasing for all groups of workers over time.

3.3 Step 1: Estimating “noisy” skills

Following Proposition 2.1, to obtain “noisy” estimates of worker skills in government-like jobs,
the first substep is to select a suitable government-like job. As mentioned above, I use private
sector workers who are comparable to government sector workers in terms of demographics
and broad job-related observables. I do so via a standard propensity score weighting, where
weights are derived from a logistic regression predicting the dummy “government worker”
using as covariates the occupation, sector of work, age and sex of a worker and restricting
to government and private sector workers only. In practice, this means that the highest
control weights are assigned to private sector workers who work in social service jobs and
have office or service jobs. Note that with larger sample sizes one could also separately apply
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Table 1: Main observable differences: government vs. private sector vs. all other workers

Variable Govt Control Private Other
Share male 0.70 0.71 0.67 0.65
Mean age 39.83 39.60 34.40 42.51
Mean relative wage 1.10 1.09 0.68 1.21
Mean weekly hours 38.94 37.34 39.58 37.71
Share higher educ 0.52 0.24 0.08 0.03
Mean word recall 0.17 -0.08 -0.34 -0.72
Share speak Indonesian 0.38 0.34 0.25 0.15
Mean word ability 0.46 0.00 -0.26 -0.59
Mean math IQ 0.41 0.08 -0.10 -0.18
Mean national ranking (total) 0.04 0.02 -0.05 -0.01
Mean national ranking (language) 0.01 0.02 -0.01 -0.01
Mean national ranking (math) 0.00 0.02 -0.02 -0.01
Details: Based on pooled data and restricting to workers in working age (between 16 to 70
years old), positive work hours and non-missings in age, experience, work hours and income. N =
137,8527. Unique individuals = 24,206. Unique govt workers = 2,342. Unique control workers =
4,812. Unique private sector workers = 13,394. Unique other workers = 8,470. The control group
are private sector workers who have worked in social services before. Mean relative wage gives the
group-specific mean of the wage divided by the year-specific mean wage across all groups (with
means trimmed at the 2.5th and 97.5th percentiles). Apart from dummy variables, all skill-related
observables are z-standardized across all individuals.
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Figure 4: Government employment shares by occupation

Notes: Barplot of occupations among government workers, 1988-2014. Source: IFLS, Pooled sample: N =
29,855. Unique govt workers = 3,238. Excludes observations with missing occupational codes. Occupation is
a combination of 1- and 2-digit occupational codes reported in the IFLS data.

the estimation approach to more disaggregated job categories without pooling across jobs.
The level of aggregation that I choose alleviates the difficulty of finding exact private sector
counterparts to specialized jobs such as the police. However, the underlying assumption is
that even in such jobs, the general skill set needed broadly aligns with the skills needed for
social service jobs in the private sector. As explained in more detail in Appendix A, civil
servants in Indonesia are also not trained as specialists, but rather go through a common
selection and training process that emphasizes more general skills, which is exactly the
skills that the estimation approach in this paper seeks to pick up. Further below, I test
this and show that the estimation approach indeed picks up on general skills rather than
specialized job-specific skills. Another critique may be that the more multi-dimensional
nature of government jobs makes performance measures difficult in the public sector (e.g.
Finan, Olken, and Pande 2017). However, the same argument can be made for social service
jobs in the private sector. And importantly, the skill estimation approach here specifically
allows for the idea that measuring performance in a job is difficult and that wages are only
noisy signals of underlying human capital and skills. In the results section, I will specifically
test the informativeness of wages for underlying skills and compare the private and public
sector.

After specifying the estimation sample, the next substep is to purge the observed wage from
changes in the equilibrium skill price for government-like jobs in the private sector. Figure
5 plots the estimated skill price drawing on Bowlus and Robinson (2012) and Proposition
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Figure 5: Evolution of skill price

Notes: Skill price estimation following Bowlus & Robinson (2012). "Main (Median within)" gives the baseline
estimator based on Proposition 2.1, while "Mean within" reports the same estimator using noisier mean
changes instead. For the flat-spot region, I use the age range from 52 to 62, consistent with subsequently
estimated experience profiles. For all estimates, the level of prices is normalized such that the time-series
average is unity.

2.1.6 Overall, I find little evidence for long-run growth in the skill price despite a 7-fold
increase in real GDP per capita over the entire time period. These estimates are in line with
a strong increase in the supply of skilled labor that keeps track with increases in demand
as the economy grows. The time series can be divided into two periods, separated by the
Asian Financial Crisis in 1997. Before the crisis, the estimates indicate a constant to slightly
decreasing skill price, explained by an increase in the supply of skilled labor by cohorts
affected by Indonesia’s large school expansion programs (Duflo 2001, 2004). Upon impact of
the Asian Financial Crisis in 1997, the skill price drops strongly as expected by a large drop
in the overall demand for government-like jobs in the private sector. In the years after the
crisis the skill price recovers strongly, growing by roughly 50% between 2000 and 2014, in
line with growing demand as the economy expands and moves further into services.

The last substep following Proposition 2.1 is to obtain a noisy estimate of individual-level
human capital by disentangling experience effects from individual-specific skills at labor

6Skill price estimates are usually sensitive to the exact flat spot region chosen. I chose an age region
from 52 to 62, which is in line with regions usually used in the literature and is consistent with the flat-spot
region implied by the subsequently estimated wage experience profile. I use median instead of average
within-individual wage changes to reduce the role of outliers, while preserving the identification result in
Proposition 2.1.
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market entry. Assuming the quadratic experience profile in Equation (2), log wages follow:

w̃i,e,t ≡ wi,e,t − pt = zi + δ0 ∗ expi,e,t + δ1exp
2
i,e,t + εi,e,t (5)

Table 6 reports estimates for the parameters (δ0, δ1) of the experience profile, which are
identified from within-individual changes in wages and experience. Within-individual variation
is key to ensure that estimated experience profiles are not biased by systematic composition
changes in skills at labor market entry, such as due to less experienced cohorts entering the
labor market with better education.7 The estimated parameters give concave experience
profiles with a flat-spot around 32 years of experience, in line with the restriction to 52 to 62
year old workers made for the skill price estimation.

3.4 Steps 2 & 3: Predicting skills

In Step 2 of the estimation approach, following Proposition 2.2, I regress the noisy individual
fixed effects flexibly onto a larger set of skill-related observables. I use standard off-the-shelf
Machine Learning algorithms for this task. Specifically, I compare three different algorithms
with a benchmark of a standard OLS regression with dummies for the educational background
(primary, junior secondary, senior secondary and higher education). The three algorithms are
LASSO using all variables and all their first-order interaction terms (which includes squared
terms), Random Forest and Gradient-Boosted Trees. Due to the high flexibility of Machine
Learning algorithms, it is important to avoid overfitting, which leads to noise in small sample
estimation. To avoid overfitting, I follow standard practice and use 10-fold cross-validation
and train the hyperparameters of each Machine Learning Algorithm via a simple, coarse
grid search. Due to overall sample size limitations I avoid additionally separating between
validation and test datasets.8 The final individual-level dataset for “training” the skill
estimation algorithm includes 22,597 unique individuals who carry different weights based on
their jobs’ similarity to government worker jobs.

Table 2 reports the performance of each of the different algorithms in terms of its R2. I
find the GBM algorithm to perform the best with an R2 of around 17%, while the LASSO

7Note that the IFLS only has wage information for two separate years after the year 2000 since the 2007
& 2014 waves do not ask for wages retrospectively. This means that within-worker wage experience profiles
are more informed by wage profiles prior to the year 2000. However, the limitation does not preclude to
estimate worker fixed effects for workers that enter the labor market after the year 2000 or even workers
whose wages are only observed once.

8In larger datasets, ensemble methods combining different Machine Learning algorithms could also provide
additional gains for prediction tasks and reduces model sensitivity if sufficiently regularized. Model sensitivity
usually plays a big issue, but Machine Learning algorithms used on larger datasets can potentially ameliorate
the issue.
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Table 2: Comparing performance and similarity of different Machine Learning algorithms

Measure Indiv. OLS LASSO RF GBM
R2 22597 0.0555 0.1499 0.1618 0.1731
Corr(OLS,x) 22597 1.0000 0.6857 0.4377 0.6267
Corr(LASSO,x) 22597 0.6857 1.0000 0.7179 0.9307
Corr(RF,x) 22597 0.4377 0.7179 1.0000 0.7687
Corr(GBM,x) 22597 0.6267 0.9307 0.7687 1.0000

algorithm achieves 15% and the Random Forest algorithm about 15%. In comparison to
the simple OLS algorithm, the Machine Learning algorithms can explain about three times
more variance in the individual fixed effects, highlighting the importance of accounting for
non-linearities and additional variables. Interpreting the difference between LASSO & GBM
as the importance of non-linearities allows a simple variance decomposition that attributes
80% of the predictive gains compared to OLS to having additional variables and 20% to
allowing for additional non-linearities.

So what information are the Machine Learning algorithms picking up and what predicts
skills? Focussing on the GBM estimates as the best-performing baseline estimates, Table 6
in Appendix B.1 ranks variables by variable importance measure that weights the relative
importance for each covariate in the prediction task taking into account nonlinearity and
interactions of the different variables. We can see that the algorithm does identify the various
educational background dummy variables as the most important variables for predicting
skills, but among the top 15 most predictive variables there are also scores on word cognition
tasks, Raven IQ-score, some of the Big-5 measures and the ability to speak the national
language. Another way to see the importance of using additional covariates is to look at the
correlation of predictions across different algorithms as reported in Table 2. Comparing the
predictions of the three different Machine Learning algorithms with the OLS predictions, we
can note that the correlation is at most 0.69, indicating that the OLS predictions are missing
very important variation that the different Machine Learning algorithms take into account.
Secondly, we can compare the different predictions of the Machine Learning algorithms among
each other. For example, comparing LASSO with gradient-boosted trees, we find that their
correlation is around 0.93, indicating that they both capture similar additional variation.
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4 Main empirical results

Taking the individual skill estimates based on the best-performing Machine Learning algorithm,
I now show two main empirical applications using estimates of government worker skills. I
discuss each in turn.

4.1 Application 1: Changes in skills & selection

In the first application of the skill estimation approach, I zone in on the selection of government
workers and changes in skills of government workers and in the overall population. I show how
the skill premium declined over time and point to large costs of fluctuations in government
hiring for the attraction of talent for the government.

Evolution of absolute and relative skills

Can the government attract the workers who would be most skilled at government jobs? And
how does this change over time as the growing private sector competes for talent? Figure 6
plots the evolution of skills in government jobs for government workers, private sector workers,
private sector workers in jobs comparable to the government (the control group) and the
overall population, revealing three important facts. First, government workers are on average
much more skilled: in 1988, they are slightly more skilled than comparable private sector
workers and more than 65% more skilled than the overall working population and private
sector workers, in line with large skill differences reported in Table 1. Second, as visible on
the left plot, average skills increased by roughly 30% across all workers since 1988, again, in
line with general increases in education. Third, relative skills of government workers – as
reported in the right panel – declined compared to the overall population and particularly
in comparison to the average worker in the private sector, but not in comparison to private
sector workers who work in similar jobs than government workers.

What drives this decline in the government skill premium with respect to the average private
sector worker but not in comparison to private sector workers who are in similar jobs as
government workers? I find support for the idea that over the period 1988 to 2014, the
government has been able to compete for talent with comparable jobs in the private sector,
but increasingly failed to hire workers from new entering cohorts who would have been skilled
government workers and lost them to private sector jobs that are different from government
jobs.

To show this, Figure 7 reports skills by birth cohort. Overall, more recent cohorts have
higher skills, in line with improvements in general education. In particular, 1960 marks a big
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Figure 6: Evolution government worker skills

Notes: Results are based on skill estimates using baseline specification with private sector jobs comparable
to the government (Control group in Figure) as estimation sample and GBM estimator as ML algorithm.
Relative skills are in log differences. Data is pooled across all waves of the IFLS and then plotted by year.
Sample restricted to working ages of government workers (25-58).

increase in skills, which coincides with the expansion of schooling as part of the largest school
construction program in Indonesian history (see: Duflo 2001). At the same time, the relative
skill premium of government workers also strongly declined across birth cohorts compared to
all workers and all private sector workers starting around 1960. In Figure 9 in the Appendix,
I show that this relative decline after 1960 is not driven by changes in the type of government
jobs offered, with Figure 7 looking almost indistinguishable after holding the occupation and
sector composition of government jobs fixed over time. At the same time, Figure 2 already
showed that government hiring strongly declined in birth cohorts shortly after 1960. In the
case that government jobs are in high demand, one would have expected that a decline in
supply would have led to an increase in relative skills as long as the government is good at
selecting workers on skills. While this effect can indeed be seen for private sector workers in
jobs similar to government jobs (the control group), it does not seem to play out for the rest
of the private sector. So is the Indonesian government simply becoming worse at selecting
other private sector workers? And are there actionable ways to improve the selection of
government workers? The next two subsections zone in on these questions in turn.

The government selection rule

Motivated by the decline in the relative skill premium of government workers, I now turn to
studying the selection of government workers across the entire skill distribution. For example,
are changes in average skills of government workers driven by the entry of low skilled workers
or the failure to attract the most skilled workers into the government? I show that the
Indonesian government is generally successful at selecting more skilled workers, but that this
selection fails at the top, with the most skilled workers not ending up in the government.
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Figure 7: Government worker skills across cohorts

Notes: Results are based on skill estimates using baseline specification with private sector jobs comparable
to the government (Control group in Figure) as estimation sample and GBM estimator as ML algorithm.
Relative skills are in log differences. Data is pooled across all waves of the IFLS and then plotted by (binned)
cohort. Cohort bins are determined by equal-sized bins in pooled data. Sample restricted to working ages of
government workers (25-58). Dotted line denotes the first cohort that was treated by the INPRES school
construction program studied in Duflo (2001).

I show this by defining a simple reduced-form selection rule that denotes the relative probability
of being selected into the government conditional on one’s skills. In practice, governments
– including the Indonesian government – use multi-stage selection processes that include
restrictions on who can apply, entry exams and a selection on a combination of observables
that are revealed through CVs and information provided during the application process. At
the same time, corruption, clientelism and politically-motivated hiring can influence the
selection at different stages (Colonnelli, Prem, and Teso 2020; Hanna and Wang 2017; Jia,
Kudamatsu, and Seim 2015; Weaver 2021). This holds particularly so for Indonesia, where
there is solid evidence that politics has an influence on selection into and promotion patterns
within the Civil Service (Pierskalla and Sacks 2018), that there is widespread corruption
among bureaucrats (Valsecchi 2016), and where civil service jobs have historically been sold in
an auction-like fashion (Kristiansen and Ramli 2006). To study how “good” the government
is de facto at selecting government workers, I define the reduced-form selection rule st(z) as
follows:

st(z) ≡ ft(z|(selected|applied)) = ft(z|applied ∩ selected)
ft(z|applied) (6)

where ft(z|applied) gives the skill distribution of the applicant pool and ft(z|applied ∩
selected) the skill distribution of newly selected government workers. The selection rule is
above unity at any skill level z if the state selects more people with these skills than would
be expected under uniform drawing from the conditional skill distribution of applicants. An
implicit assumption here is that there are more applicants than government workers to be
selected, which is the empirically relevant setting for developing countries and many developed
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Figure 8: Estimated government selection rule & changes in the selection rule over time

Notes: Both plots estimate selection rules using Equation 9 on the distribution of estimated skills for all
workers and for the subset of government workers only, using one observation per worker. Estimates are based
on a direct estimator of the density ratio using unconstrained Least-Squares Importance Fitting (uLSIF)
taking standard values for the corresponding hyperparameters: lambda (0.2) and sigma (0.1). The left plot
pools across all years and workers, while the right plot separately estimates selection rules for workers who
entered the labor force in the year 2000 or before, or after 2000.

countries.9 To estimate the density ratio, I use the sample of selected government workers for
the numerator and the sample of all workers for the denominator. In this sense, I study an
interesting limit case in which I assume all workers in the economy could potentially take a
government job, interpreting the selection rule very broadly, serving as a useful benchmark
that will be a good approximation in many developing country settings where interest in a
safe government position is ubiquitous.10

The left plot in Figure 8 shows the estimated selection rule and the conditional skill density
functions for government workers and all workers separately.11 Two main points stand out:
First, the government selection rule is mostly increasing. The Indonesian government is much
less likely to pick low skilled workers as civil servants compared to their density in the data,
which translates into a ratio below 1, and is more likely to pick high skilled workers leading

9In 2014, there were around 2.6 million applicants for 100k open civil service positions in Indonesia (see
here as of April 22, 2024).

10In many contexts, defining the selection rule more narrowly in terms of applicants who actually filled out
an application form or have signalled interest in a job would be more appropriate when such information is
available. Since the IFLS data unfortunately does not measure “interest in a government job” nor whether a
worker applied for a government job in the past, I study the broader measure. However, note that formal
application requirements may already exclude highly skilled potential government workers such that a broader
definition of the applicant pool can be more interesting in practice. The limit case I study is likely a
lower bound for the selection rule because we expect low-skilled individuals to be more likely to take a
government-sector job than high-skilled individuals who are more likely to have good outside options.

11To estimate the ratio, I use a direct estimator of the density ratio using unconstrained Least-Squares
Importance Fitting (uLSIF) proposed by Hido et al. (2011), which is more robust than separately estimating
skill distributions for nominator and denominator and then forming the ratio of the two. Similar to density
estimation, there are many different direct estimators for density ratios proposed in the literature, which I
found to perform very similarly for my application.
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to density ratios above 1.12 Second, the selection rule drops for the most skilled workers. If
indeed everyone in the economy would take a government job, the point estimates imply
that the government becomes worse at selecting the most qualified workers in the economy.
The more likely explanation in this case is that the workers who would be most skilled in a
government sector job are actually not interested in taking government jobs.

The right plot in Figure 8 tests whether the selection rule has changed over time and whether
this may explain the decline in the skill premium of government workers. Quantitatively, I
find that the estimated selection rule is remarkably constant over time, despite Indonesia
moving from a highly centralized autocratic government with a regime-aligned bureaucracy
(Hadiz and Robison 2013; Robison and Hadiz 2004) to a democratic system with a highly
decentralized bureaucracy (Blunt, Turner, and Lindroth 2012; Brinkerhoff and Wetterberg
2013) over the entire period. The selection rule shifted downwards over time, in line with
a general decline in government hiring (see Figure 2). If anything, the selection rule after
the year 2000 is only starting to decrease at a higher level of skills, indicating a success of
numerous bureaucracy reforms implemented across ministries in the 2000s and a change to a
computer-assisted selection that has been shown to have reduced corruption at the selection
stage (Kuipers 2023).

What then explains the decrease in the skill premium if it is not changes in the selection rule?
The main driving force is a shift in the underlying skill distribution. While the selection rule
stays roughly constant, the right tail of the skill distribution grows and more highly skilled
workers end up working in the private sector and the rest of the economy.

Skill selection & the costs of government hiring waves

In this final subsection, I highlight the potential costs of fluctuations in government hiring for
the skill selection of government workers. Besides its important policy implications, this final
application can be seen as a test of the skill selection mechanism. The idea is that there is
year-to-year variation in how much the government is hiring, driven in part by political cycles
and the discrete nature of legislation. If hiring by the government happens disproportionately
for workers at labor market entry, then one would expect differential exposure of birth cohorts
to government hiring, as evidenced by observed differences in cohort-specific government
employment shares. If skill selection as a mechanism has bite, then conditional on hiring for
the same type of job and having similar cohort-to-cohort skill distributions, more treated
cohorts should show lower average skills. That is, in years of disproportionately high hiring,

12The visible spikes in the skill distributions are due to the importance of the discrete educational
background.
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the government is more likely to draw from lower parts of the skill distribution, leading to
lower average selected skills. The government thus misses out on skilled workers, hurting
the quality of the overall government workforce. To test this idea formally, I regress changes
in the cohort-level government employment share (denoted by GES) on changes in the
skill premium. Throughout, I treat GES as exogenous here and leave more rigorous causal
evidence using more plausible exogenous variation in government hiring to future work. I
run the following two sets of regressions using data at the aggregated cohort-level and at the
individual-cohort level:

∆skill premiumc = α + βC∆GESc + εc (7)

zic = β0∆GESc + β11{govt?}i
+ β2∆GESc · 1{govt}i

+ controlsic + εic (8)

Table 3 reports regression results and shows that changes in government hiring across cohorts
indeed has strong effects on skill selection. Columns 1 & 2 report cohort-level results based on
equation (7) using the skill premium in comparison to control workers and in comparison to
private sector workers respectively. Despite the small sample size for the aggregate regressions,
estimates are in line with increases in hiring leading to lower average selected skills. Columns
3 to 6 then show regression results at the individual-cohort-level. The coefficient β2 then
captures whether average skills are differentially lower among government workers in cohorts
that were hired more strongly. Results consistently show that this is the case, which holds
within the same job and when restricting to deviations from birth year trends (as in columns 5
& 6). Taking column 6 as the most preferred specification, the estimates imply that increasing
the government employment share by its interquartile range (around 4.4pp), would lead to
a drop in average government worker skills by around 2.4pp. As discussed in more detail
in the next section, this effect accounts for roughly 10% of the overall government worker
skill premium. Given more recent fluctuations in aggregate government worker hiring due
to annual government hiring freezes in 2015 and 2016, it is possible that these detrimental
effects on the selection of government workers have worsened since.

4.2 Application 2: Government wage setting

The second major application looks at the wages of government workers; specifically at
the informativeness of government wages and whether government workers are overpriced
compared to the private sector.
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Table 3: The government skill premium and changes in government hiring intensity

Dependent Variables: Change Skill Premium Skill
Model: G vs. C G vs. P (3) (4) (5) (6)

Variables
Constant 0.004 0.008

(0.013) (0.029)
Change govt empl share -0.608∗ -1.304∗ 0.408∗∗∗ 0.343∗∗∗ 0.399∗∗∗ 0.342∗∗∗

(0.319) (0.732) (0.101) (0.072) (0.069) (0.050)
Govt worker 0.530∗∗∗ 0.249∗∗∗ 0.523∗∗∗ 0.258∗∗∗

(0.031) (0.013) (0.031) (0.014)
Change govt empl share × Govt worker -0.632∗∗ -0.626∗∗∗ -0.536∗∗ -0.547∗∗∗

(0.263) (0.190) (0.223) (0.154)
Birth year -0.120 -0.106

(0.195) (0.177)
Birth year square 0.000 0.000

(0.000) (0.000)

Fixed-effects
Survey wave Yes Yes Yes Yes
Occupation Yes Yes
Sector Yes Yes

Fit statistics
Observations 59 59 19,971 19,971 19,971 19,971
R2 0.06 0.05 0.24 0.37 0.29 0.40
Within R2 0.15 0.03 0.20 0.08

Signif. Codes: ***: 0.01, **: 0.05, *: 0.1
Notes: All data restricted to workers between the age of 25 and 58, the official age span of government

workers. Columns 1 and 2 report results using cohort-level aggregated data with the outcome variable giving
the skill premium of government workers compared to control workers (G vs. C) and private sector workers
(G vs. P) respectively. Columns 3 to 6 report individual-cohort level regression results. Data in this case
aggregates the worker panel by keeping the first observation when an individual is observed. Aggregation
across panel waves increases precision and I control for panel waves in the individual-level regressions.

Are government wages uninformative?

The starting point of the estimation approach was the idea that government worker wages
are potentially uninformative about underlying skills, because – as in the case of Indonesia –
they follow rigid tenure schedules and allowances with little use of performance incentives
or wage dispersion. In fact, I find more nuanced results; government wages are far from
uninformative about underlying skills, but I also find that comparable private sector wages
are more informative about skills. I show this with two different exercises.

First, I test the relative informativeness of government wages by predicting real hourly wages
for government workers and comparable private sector workers using estimated skills. Table
8 in the Appendix reports these results. Comparing Columns 1 & 4 shows that government
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worker wages are indeed less informative about underlying skills than wages in comparable
private sector jobs: the adjusted R2 is 9.4% vs. 13.1%, a difference of roughly 40%. However,
this relative ranking changes once one controls for experience profiles, given a far more
deterministic government wage experience schedule. For example, even when enforcing the
same experience coefficients as in the comparable private sector (columns 2 & 5), life cycle
human capital of government workers predicts 20.5% of the variation versus 15.5% in the
private sector.

The second test of the informativeness of government worker wages is to re-estimate gov-
ernment worker skills following all estimation stages but using government wages instead
and then looking at the correlation across the two skill measures. As shown in Figure 10 in
the Appendix, the correlation between the skill measures is high with an R2 of around 78%.
Assuming that baseline skills are estimated correctly, government wages are thus informative
about underlying skills. However, as visible from Figure 10, the variance in skill estimates
increases with skills, making skill estimates for the most skilled workers much less informative.

Is there a government wage premium?

The estimation approach allows for a direct measurement of the wage premium of government
workers compared to similar jobs in the private sector: conditional on the same level of skills,
do government workers earn higher wages? The answer is: yes. Government workers earn
a large wage premium of at least 30%. Specifically, Table 4 reports different estimates for
the wage premium restricting to government workers and the control group of reweighted
private sector workers. Column 1 documents a large unconditional wage premium of 0.6 log
points, which translates to roughly 80% higher real hourly wages. The wage premium almost
halves when controlling for worker skills (column 4), pointing to strong positive selection on
skills. The wage premium also generally reduces when focussing on within-job comparisons
by introducing occupation and sector fixed effects (columns 3, 5 & 7). To avoid biasing
estimated wage premia due to compositional changes over time – for example, if there are
more control group workers in more recent periods – results for columns (2) to (8) include
year fixed effects. At last, one may be interested in capturing the wage premium conditional
on human capital that incorporates experience. Columns (6) & (7) report wage premia
controlling for experience using the life-cycle skill measure hi,e,t that incorporates estimated
human capital experience profiles. These estimates lead to the most conservative wage premia
of around 0.25 log points, or a wage premium of roughly 30%. The last column considers
changes in the wage premium over time and finds that the government wage premium is
clearly increasing over time. The increasing wage premium for similar jobs in the private
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Table 4: Regression results: Government wage premium

Dependent Variable: Real hourly wage (log)
Model: (1) (2) (3) (4) (5) (6) (7) (8)

Variables
Constant 8.562∗∗∗

(0.005)
Govt job? 0.601∗∗∗ 0.662∗∗∗ 0.537∗∗∗ 0.373∗∗∗ 0.386∗∗∗ 0.236∗∗∗ 0.253∗∗∗ 0.002

(0.006) (0.054) (0.059) (0.043) (0.046) (0.044) (0.046) (0.037)
Skill 0.948∗∗∗ 0.705∗∗∗

(0.057) (0.074)
Life-cycle skill 1.214∗∗∗ 1.059∗∗∗ 1.057∗∗∗

(0.045) (0.054) (0.055)
Govt job X year 0.020∗∗∗

(0.002)

Fixed-effects
Year Yes Yes Yes Yes Yes Yes Yes
Occupation Yes Yes Yes Yes
Sector Yes Yes Yes Yes

Fit statistics
Observations 136,012 136,012 135,106 136,012 135,106 136,012 135,106 135,106
R2 0.06 0.10 0.18 0.19 0.21 0.25 0.26 0.27
Within R2 0.07 0.05 0.16 0.09 0.22 0.15 0.15

Signif. Codes: ***: 0.01, **: 0.05, *: 0.1
Notes: Sample restricted to government workers and control group (private sector workers reweighted by
jobs in government). Standard errors are clustered at the year level (except for column 1 which assumes IID
standard errors). Adding occupation and sector fixed effects reduces the sample size slightly due to missings
in the occupation variable.

sector may explain the results of the previous section, namely why the skill premium in these
jobs has not deteriorated as for the overall private sector.

What is driving this large observed wage premium? It turns out that an important driver
of the government wage premium is the absence of a gender wage gap in the public sector.
Women in Indonesia’s private sector face a large real hourly wage penalty compared to
men in the private sector. Table 5 reports a raw gender wage gap of 0.433 log points, or a
roughly 35% (!) wage cut for women compared to men in comparable jobs in the private
sector (column 2), which decreases slightly after controlling for the same skills (column 3) or
life-cycle skills (column 4). This gender wage is also stable over time (coefficient “Male x
year” in column 5). The gender wage gap in the public sector, on the other hand, is much
smaller, at about 1/4 of the wage gap in the private sector after controlling for the same job,
experience and life-cycle skills (column 4 and using the sum of the coefficients for “Male” &
“Govt worker x Male”). That is, in the absence of a differential gender wage gap in the private
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Table 5: Regression results: Government wage premium & gender gap

Dependent Variable: Real hourly wage (log)
Model: (1) (2) (3) (4) (5)

Variables
Constant 8.368∗∗∗

(0.010)
Govt job? 0.866∗∗∗ 0.752∗∗∗ 0.565∗∗∗ 0.429∗∗∗ 0.171∗∗∗

(0.012) (0.063) (0.053) (0.055) (0.041)
Male 0.273∗∗∗ 0.433∗∗∗ 0.399∗∗∗ 0.320∗∗∗ 0.324∗∗∗

(0.012) (0.023) (0.020) (0.018) (0.032)
Govt job? × Male -0.377∗∗∗ -0.320∗∗∗ -0.266∗∗∗ -0.251∗∗∗ -0.241∗∗∗

(0.014) (0.021) (0.022) (0.026) (0.024)
Skill 0.698∗∗∗

(0.073)
Life-cycle skill 1.035∗∗∗ 1.033∗∗∗

(0.057) (0.057)
Govt job X year 0.020∗∗∗

(0.002)
Male X year -0.001

(0.002)

Fixed-effects
Year Yes Yes Yes Yes
Occupation Yes Yes Yes Yes
Sector Yes Yes Yes Yes

Fit statistics
Observations 136,012 135,106 135,106 135,106 135,106
R2 0.06 0.19 0.22 0.27 0.27
Within R2 0.06 0.10 0.15 0.16

Signif. Codes: ***: 0.01, **: 0.05, *: 0.1
Notes: Sample restricted to government workers and control group (private sector workers reweighted to hold

comparable jobs than government workers). Standard errors are clustered at the year level (except for
column 1 which assumes IID standard errors). Adding occupation and sector fixed effects reduces the sample

size slightly due to missings in the occupation variable.

sector, the government wage premium would be roughly 30% lower (the sum of coefficients
“Govt job” & “Govt job x Male” in column 4 in comparison to the coefficient for “Govt job”
in Table 4 column 7).

5 Extensions

This section discusses main extensions of the skill estimation approach.
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5.1 More flexible skill-experience profiles

The estimation approach for government worker skills in this paper allows for far more
flexibility in skill experience profiles. A natural extension allows not only for a measure of
skills at labor market entry, but also for individual-specific learning capabilities. Such a
measure would then also allow to consider selection of workers on learning capabilities. A
similar alternative would be to allow for multi-dimensional individual skill estimates. In
both cases, the key to estimation would be to construct multiple individual-specific fixed
effects and then separately regress these on skill- or learning-related observables. To see how
this would look, assume that human capital hi,e,t evolves according to the following factor
structure:

hi,e,t = zi ∗ egi∗δe (9)

where zi are individual time-fixed skills at labor market entry, gi are individual-specific learning
capabilities and δe are arbitrary experience-fixed effects. Government worker skills are defined
as zi = hi,0,t, assuming that δ0 = 0, and the correlation between the two different fixed effects
is unrestricted. The factor structure allows individual-specific skills and individual-specific
wage-experience profiles, but restricts the shape of the latter to a factor structure. This can
be seen as a generalization of earlier panel data methods such as the Within estimator which
allows only individual-specific levels. The factor structure can match well empirically observed
concave wage-experience profiles that differ in slope across individuals. Specifically, it has
been well documented that wage-experience profiles are steeper for highly educated than for
less educated individuals and that the variance of the slope of wage-experience profiles is
increasing with observed skills such as education (Primiceri and Van Rens 2009; Lagakos et al.
2018). Alternatively, one can allow for multiple dimensions of skills by incorporating multiple
factors, which are usually restricted to be orthogonal (see Ahn, Lee, and Schmidt 2013; Bai
2009). In Appendix A.5, I provide a more detailed practical guide of how to estimate multiple
noisy fixed effects in this setup and discuss Monte Carlo evidence that shows its performance
in realistic empirical settings.

5.2 Further heterogeneity in skill prices or jobs

An important limitation of the approach in this paper is that skill estimation requires the
assumption that there is a single skill price in the skill estimation sample for a comparable
job with the same skill requirements. While subsequent analyses conditioned on narrower
within-job comparisons, the skill estimation itself relies on comparing across these jobs to
value skills. If one is worried about this assumption, an alternative approach is to specify
a model that maps from noisy individual fixed effects to skill-related observables, while
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controlling for further group fixed effects. These groups could be jobs or also geographic areas
to capture different skill prices across locations. The same fixed effects should then be used in
any downstream empirical analysis to ensure that results are only based on variation within
fixed effects. Another alternative to allow for more price variation is to directly compute
group-specific skill prices following a group-specific flat-spot identification. Again, this gives
separate normalizations across groups, so that levels in skills cannot be compared across
groups anymore, requiring group-specific fixed effects in later analyses.

6 Conclusion

This paper provided a new approach to estimate government worker skills using residualized
wages in comparable jobs in the private sector, relating these to skill-related observables
using Machine Learning tools and then predicting government worker skills out-of-sample. I
then showed two main applications drawing on rich Indonesian household-level panel data.
First, I showed evidence for the selection of government workers. Despite growing absolute
skills, relative skills of government workers compared to the overall workforce and private
sector workers in particular declined consistently over the past 30 years. I linked this finding
to the difficulty of the Indonesian government to attract the workers with the highest skills
to the government. Furthermore, I showed evidence for the detrimental effect of government
hiring cycles on the selection of government workers. The evidence is consistent with the idea
that in years of outsized hiring, the government needs to move down the skill distribution
of the applicant pool to fill all government positions, leading to lower average skills. In the
second main application, I looked at government wage setting and showed that the Indonesian
government pays a wage premium of at least 30% conditional on skills, about 1/3 of which is
driven by the large gender wage gap in Indonesia’s private sector.

A good sign of a new estimation approach is that it raises many interesting questions – both
conceptual and theoretically – that can now be studied more rigorously: For example, what
are the output or welfare costs of government hiring cycles? Or what drives the relative
decline in government skills and does this go in hand with a relative decline in state capacity
versus private sector capacity over the course of development? All of these questions are
particularly well-suited for future structural work on the functionings of bureaucracies, for
which the estimated government skills in this paper can directly be used as inputs. This is
just one promising direction where the novel method proposed in this paper could be used to
answer outstanding questions in the literature.
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A Appendix

A.1 Further details on the selection and hiring process of govern-
ment workers

Entering the Civil Service is remarkably well-defined in Indonesia despite large changes to
the Civil Service over the time period of interest as applicants run through a centralized
application process. Applicants apply to the specific position or district they are interested
in, but still run through a centralized application process and due to frequent rotations and
across-country stationing, are likely to end up with a position somewhere else than where
they applied if they are admitted. Formal requirements of applying to the Civil Service are
that individuals have to be between 18-35 years old, never been imprisoned, not be a member
of a political party, be in good physical and mental health and be willing to work in any
region in Indonesia. For each job opening there are then additional educational requirements,
which are set by the district and which often mean an undergraduate diploma. Since 2012,
all applicants have to go through a civil servant enrollment test (CPNS), which includes
three parts: an administrative selection, a basic competence test (Seleksi Kompetensi Dasar)
recently administered via a computer-assisted test and a specific field competence selection
(Seleksi Kompetensi Bidang).13

Solely based on aggregate numbers, obtaining a Civil Service job is difficult. In 2014, prior to
a 4-year public sector employment moratorium, there were more than 2.6 million applicants
for 100,000 available positions, which translates into an acceptance rate of slightly below 4%
(see: Anandari and Nuryakin 2019). This is similar to the 1-5% acceptance rates reported in
Kristiansen and Ramli (2006) for two Indonesian regions in the early 2000s.14

In practice, it is unclear how well the recruitment system in place selects qualified candidates
and how this changed over time. Horhoruw et al. (2013) notes that it is unclear whether
reform processes since 2001 have actually led to an improvement of hiring practices beyond
just a few reform-minded institutions. In Pierskalla and Sacks (2018), the authors draw on
teacher censuses to show that changes in the political system after 1998 actually had negative
effects on public hiring. They find that increased political competition gave local elites an
incentive to use their discretionary control over state hiring to increase patronage efforts as

13Under the Suharto regime, the Civil Service system was organized as a military-type organisation where
new recruits were not differentiated other than by level of education, which introduced generalist civil servants
and abolished further specializations within the bureaucracy (McLeod 2006). Recent reforms have tried to
reverse this.

14Note, the percentage of acceptances has increased in the author’s sample, which would be in line with
the model on the evolution of state capacity.
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evidenced by election-related increases in the number of contract teachers on local payrolls
and increases in civil service teacher certifications. At the same time, Pierskalla et al. (2020)
use data on the universe of civil servants to show that civil servants with a postgraduate
education are twice as likely to be promoted after 1999 in comparison to before, indicating a
combination of composition changes and more performance-related promotion patterns.

Kristiansen and Ramli (2006) draw on in-depth qualitative and quantitative evidence from
interviews and focus groups with a non-representative sample of 60 civil servants in two areas
of Indonesia to document that personal ties and nepotism are often named as primary reasons
for hiring. Moreover, the selling of government jobs is widely practiced. Kristiansen and
Ramli (2006) document that all respondents paid for their first Civil Service position and that
the average reported price for these jobs is around 2.5 times the official annual initial salary
offered. This is slightly higher than the 17 months of salary reported recently in Weaver
(2021).15 There is also some evidence that the average real price for a government position
has slowly increased between 1995-2004. Prices are positively correlated with the salary of
the job (which in turn is mechanically tied to the education level of the civil servant) and
seem to be positively correlated with the ease of rent-seeking possibilities in the specific job
offered.16 This evidence on prices is in line with a competitive auction price for government
sector jobs as found in Weaver (2021). In the end, it is unclear how these unlawful hiring
practices perform with respect to selecting the most qualified candidates as this depends on
the correlation between quality and the ability to pay for a job or the probability of knowing
someone important in the bureaucracy. Interestingly, Weaver (2021) finds that for the context
they look at, this correlation is highly positive so that the selling of government sector jobs
actually leads to a good selection rule in terms of quality of the new hires.

15The author does not share the country of study to provide additional security for their survey respondents.
16Among the usual rent-seeking possibilities are various forms of contract kickbacks, payment from staff

in exchange for positions and hiring on projects, loan accounts structured to earn interest by the agency,
provision of ghost services, inflated invoicing in collusion with contractors, procedures for tax avoidance,
irregular payments for health and education services, bribes to police officers and judges, and speed money to
obtain formal papers and permits (World Bank 2003; Vian 2005; Chapman 2005; Azfar 2005).
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A.2 Proof of Proposition 2.1

I start with the flat-spot identification. Unbiasedness is given by:

Ei∈FP[wi,e,t−wi,e−1,t−1] = pt− pt−1 +Ei∈FP[(hi,e,t − hi,e−1,t−1)]︸ ︷︷ ︸
=0 due to flat spot assumption

+Ei∈FP[εi,e,t − εi,e−1,t−1]︸ ︷︷ ︸
=0

(10)

Consistency of the estimator is given by:

1
NFP

∑
i∈FP

[wi,e,t−wi,e−1,t−1] N→∞−−−→ pt−pt−1+Ei∈FP[(hi,e,t − hi,e−1,t−1)]︸ ︷︷ ︸
=0 due to flat spot assumption

+Ei∈FP[εi,e,t − εi,e−1,t−1]︸ ︷︷ ︸
=0

(11)
The estimator combines estimated year-to-year changes in prices, giving an unbiased and
consistent estimate of the entire price path (up to a level of normalization).

Given unbiased and consistent estimates of the skill price process, one can construct an
unbiased estimate of individual skills using a standard-within estimator for:

w̃i,e,t − w̃i,· = δ0 ∗
(
expi,e,t − expi,·

)
+ δ1

(
exp2

i,e,t − exp2
i,·

)
+
(
εi,e,t − εi,·

)
(12)

However, as is known as the incidental parameters problem, zi cannot be consistently estimated
from the above as long as T 6→ ∞ (e.g. see: Wooldridge 2010, Chp. 10).
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Table 6: Regression results: Experience profile

Dependent Variable: log wage (deflated by skill price)
Model: (1) (2)

Variables
Constant 8.193∗∗∗

(0.015)
experience 0.029∗∗∗ 0.031∗∗∗

(0.002) (0.004)
experience square -0.001∗∗∗ -0.001∗∗∗

(0.000) (0.000)

Fixed-effects
Individual Yes

Fit statistics
Observations 20,538 20,538
R2 0.01 0.65
Within R2 0.01

Signif. Codes: ***: 0.01, **: 0.05, *: 0.1
Notes: Sample are comparison workers (private sector workers in social services).

A.3 Additional results for skill estimation

41



Table 7: Relative variable importance

Variable Importance
HigherEduc 100.000000
PrimaryEduc 87.501313
writeLetterIndo 45.192794
SeniorSecondEduc 37.335084
speakIndonesian 35.646910
CountWordRecall 15.582123
RelativeTotalScore 15.163991
RavenIQ 12.486136
RiskPref1 9.377688
RelativeIndonScore 8.609193
JuniorSecondEduc 8.514743
CountBackwards 8.267882
Big5Neu 6.720625
RelativeMathScore 5.824077
MathIQ 3.660663
Big5Ext 3.504978
Big5Open 3.114057
RiskPref2 2.753223
WordAbil 2.403554
RiskPref3 1.260320
Details:
Based on best-performing GBM al-
gorithm and restricting to top 20
variables. Variable importance is
based on traversing the tree and
recording how much the metric (R2
here) changes every time a given vari-
able is used for splitting. One then
takes the average reductions across
all base-learners for each variable
and normalizes the most important
variable to 100
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Figure 9: Government worker skills across cohorts (keeping government jobs fixed)

Notes: Results are based on skill estimates using baseline specification with private sector jobs comparable
to the government (Control group in Figure) as estimation sample and GBM estimator as ML algorithm.
Relative skills are in log differences. Data is pooled across all waves of the IFLS and then plotted by (binned)
cohort. Cohort bins are determined by equal-sized bins in pooled data. Sample restricted to working ages
of government workers (25-58). For government skill estimate across cohorts, condition on job sector and
occupation fixed effects, holding both constant for estimates of average skill changes over cohorts. Dotted
line denotes the first cohort that was treated by the INPRES school construction program studied in Duflo
(2001).

A.4 Additional empirical results

This part of the Appendix provides additional results for Section 4 that are in part referenced
in the main text.

Figure 9 shows absolute and relative government worker skills across (binned) cohorts, now
additionally holding the composition of government jobs fixed. The difference between Figure
9 & Figure 7 thus gives the importance of compositional changes in the skill intensity of
government jobs over time in explaining changes in government worker skills. Differences
are very small in magnitude, indicating that changes in the composition of government
jobs in terms of sector and occupation cannot explain large changes in the relative skills of
government workers.

Table 8 tests the informativeness of government wages in comparison to wages in similar
private sector jobs.
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Table 8: Regression results: Informativeness of government wages

Dependent Variable: Real hourly wage (log)
Model: (1) (2) (3) (4) (5) (6)

Variables
Constant 0.993∗∗∗ -2.680∗∗∗ -1.609∗∗∗ -0.491∗∗∗ -2.007∗∗∗ -2.154∗∗∗

(0.222) (0.204) (0.215) (0.066) (0.070) (0.072)
Skill 0.955∗∗∗ 1.157∗∗∗ 1.095∗∗∗ 1.243∗∗∗

(0.026) (0.025) (0.008) (0.008)
Skill life cycle 1.311∗∗∗ 1.213∗∗∗

(0.023) (0.008)
Experience 0.078∗∗∗ 0.044∗∗∗

(0.003) (0.001)
Experience square -0.001∗∗∗ -0.001∗∗∗

(0.000) (0.000)

Fit statistics
Observations 13,130 13,130 13,130 122,882 122,882 122,882
R2 0.09 0.20 0.22 0.13 0.16 0.16
Adjusted R2 0.09 0.20 0.22 0.13 0.16 0.16

IID standard-errors in parentheses
Signif. Codes: ***: 0.01, **: 0.05, *: 0.1

Notes: Columns 1-3 focus on public worker wages only, while Columns 4-6 focus on comparison workers
(private sector workers reweighted to hold similar jobs to government workers). Columns 1 and 4 predict
wages using skills only. Columns 2, 3, 5 and 6 instead use measures of life cycle skills. Columns 2 and 5
enforce previously estimated experience coefficients, while Columns 3 and 6 reestimate experience profiles

separately for the private sector and government.

A.5 Estimation details: factor structure for experience profile

The factor structure introduced in Section 5.1 can be estimated using the two-stage estimator
of Pesaran (2006).17 Pesaran (2006) proposes to use cross-sectional averages to estimate
experience factors δe. For this, one can first demean the series to get:

˜̃wi,e ≡ w̃i,e − w̃i,• = g(zi)(δe − δ•) + (εi,e − εi,•) (13)

Using the economic structure of the problem gives δ0 = 0, so that identification of (δe − δ•)
also separately identifies the two terms. Using the fact that in the assumed data-generating

17Using Monte Carlo simulations, I checked that the Pesaran (2006) estimator performs much better in
estimating the factor structure than alternative estimators such as a Within estimator and two different
Concentrated Maximum Likelihood estimators. This performance even holds with unbalanced and potentially
non-stationary panel data as observed in real-world applications. I am happy to share these results upon
request. Based on the existing econometric literature, this is a novel result, because I am not aware of any
studies that have looked at the performance of factor model estimators for the individual-level estimates itself
(in contrast to treatment effect parameters that are estimated in the presence of individual-level effects).
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Figure 10: Correlation of baseline skill estimates and skill estimates based on government
wages

Notes: Baseline skill estimates are based on (reweighted) private sector workers as estimation sample and
GBM estimator as ML algorithm (as explained in text). Skill estimates based on government wages go
through the same estimation steps using all government workers for estimation sample instead (that is, the
same skill price estimator and the GBM estimator).

process: limn→∞ ˜̃w•,e = g(z)(δe − δ•), we can write:

˜̃w•,e
˜̃w•,0
→ 1− δe

δ•
(14)

˜̃w•,e gives as many equations as there are experience levels. However, with the previous
restriction of δ0 = 0, we lose one restriction which requires to directly use: ˜̃w•,e ≈ g(z)(δe−δ•).
Given that we are not directly interested in the estimates of δ nor g(zi), we can instead
choose any non-zero normalization to obtain the same estimates of individual skills log(zi).
For any normalization of g(z), we obtain an estimate of δ. We can then include these in the
following experience-series regression for each individual to estimate log(zi) and g(zi):

w̃i,e = log(zi) + δ̂eg(zi) + εi,e (15)

The individual-level skill estimates are the constant of the regression, giving the estimate
l̂og(zi). The derived estimate of private sector skills is generically inconsistent in a panel with
fixed T due to the incidental parameters problem. This is generally true of any estimator
that gives individual-specific estimates. For example, a standard Within-estimator also gives
inconsistent estimates of the individual levels as long as the time dimension is not tending to
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infinity. Intuitively, the setup only allows us to extract a noisy signal from the even noisier
wage data.
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